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1. Introduction to Green's functions in electromagnetics

Consider the task of solving an inhomogeneous operator equation of the form

$$\theta \varphi = j. \quad (1)$$

where $\theta$ is the operator, $j$ is a source term, and $\varphi$ is the function we want to calculate. This type of equation can be straightforwardly solved when a Green's function [1,2] of the operator $\theta$ exists and is known. A Green's function $g$ of a given operator $\theta$ is a solution to the equation

$$\theta g = I, \quad (2)$$

where $I$ is the unit operator, and consequently a solution to Eq. (1) is given straightforwardly by

$$\varphi = gj. \quad (3)$$

Other solutions can be obtained by addition of a solution to the homogeneous equation (Eq. (1) with $j=0$) or by using Eq. (3) but with another choice of Green's function.

One approach to the construction of a Green's function in the case that $\theta$ is a Hermitian operator with a complete set of orthonormal eigenfunctions $|\varphi_n\rangle$ satisfying $\theta|\varphi_n\rangle = \lambda_n|\varphi_n\rangle$ is

$$g = \sum_n \frac{|\varphi_n\rangle \langle \varphi_n|}{\lambda_n} \quad (4)$$

A convenient method for electromagnetics purposes of adding a homogeneous solution is to use Eq. (4) where we add a very small imaginary part $i^s$ to the denominator and observe the transition of $s \rightarrow \pm 0$, and apply $\lim_{s \rightarrow 0} \frac{1}{x + is} = P \frac{1}{x} - \frac{i\pi \delta(x)}{2}$. Depending on the sign of $s$ when taking the limit we obtain either the advanced or the retarded Green's function.

Green's function related to the electrostatic potential:

A well-known inhomogeneous differential equation in electrostatics for the electric potential $\varphi$ is

$$\nabla^2 \varphi(r) = -\rho(r)/\varepsilon_0, \quad (5)$$

where $\rho$ is the charge density distribution, and $\varepsilon_0$ is the vacuum permittivity. The equally well-known particular solution to this equation is given by
\[ \varphi (\mathbf{r}) = \int \frac{1}{4\pi |\mathbf{r} - \mathbf{r}'|} \rho (\mathbf{r}') / \varepsilon_0 d^3 \mathbf{r}'. \]  

(6)

Although the concept of the Green’s function is usually not mentioned in relation to the method of calculating the potential in Eq. (6) this equation is an example of Eq. (3) with the Green’s function \( g(\mathbf{r}, \mathbf{r}') = \frac{1}{4\pi |\mathbf{r} - \mathbf{r}'|} \) which satisfies \( \nabla^2 g(\mathbf{r}, \mathbf{r}') = -\delta(\mathbf{r} - \mathbf{r}') \), i.e. in this case \( \delta(\mathbf{r} - \mathbf{r}') \) is the unit operator.

Green’s function of the operator of the 1D, 2D and 3D Helmholtz equation:

The macroscopic monochromatic electric field \( \mathbf{E} = \mathbf{E}(\mathbf{r})e^{i\omega t} \) generated by a monochromatic current distribution \( \mathbf{J} = \mathbf{J}(\mathbf{r})e^{i\omega t} \) satisfies the Helmholtz equation

\[ (\nabla^2 + k_0^2)\mathbf{E}(\mathbf{r}) = \mathbf{J}(\mathbf{r}). \]  

(7)

where \( k_0 = \omega / c \), and \( c \) is the vacuum speed of light. In addition, if we assume that there are no free charges, the electric field must satisfy \( \nabla \cdot \mathbf{E} = 0 \). A particularly simple situation is the one-dimensional case of propagation in only one dimension, e.g. along the x-axis, with field and current vectors pointing perpendicular to the x-axis, and varying only along the x-axis, e.g. \( \mathbf{E}(\mathbf{r}) = \hat{y}E(x) \) and \( \mathbf{J}(\mathbf{r}) = \hat{y}J(x) \), in which case the requirement \( \nabla \cdot \mathbf{E} = 0 \) is automatically satisfied, and Eq. (7) reduces to

\[ \left( \frac{d^2}{dx^2} + k_0^2 \right) E(x) = J(x). \]  

(8)

The relevant Green’s function in this case must be a solution to

\[ \left( \frac{d^2}{dx^2} + k_0^2 \right) g(x, x') = -\delta(x - x'), \]  

(9)

and it is straightforward to show that a solution is given by

\[ g(x, x') = \frac{1}{2ik_0} e^{-ik_0|x-x'|}. \]  

(10)

Note that this particular Green’s function also satisfies the condition that it behaves as waves propagating away from the “source point” \( x' \), i.e. this is the retarded Green’s function. Thus, solutions to Eq. (7) obtained by

\[ \mathbf{E}(x) = -\int g(x, x')J(x')dx' \]  

(11)

satisfy the radiating boundary condition, i.e. that the waves generated by the sources \( J \) should propagate away from the sources.

For propagation in two dimensions and s-polarisation, i.e. the electric field (and currents) is perpendicular to the plane of propagation, the condition \( \nabla \cdot \mathbf{E} = 0 \) is also automatically satisfied. In this case the Helmholtz equation becomes

\[ \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + k_0^2 \right) E(x, y) = J(x, y), \]  

(12)

The Green’s function related to the operator acting on \( E \) is given by
\[ g(x, y, x', y') = \frac{1}{4i} H_0^{(2)} \left( k_0 \sqrt{(x-x')^2 + (y-y')^2} \right). \]  

(13)

where \( H_0^{(2)} \) is the Hankel function of the second kind and order zero. The solution of interest is

\[ E(x, y) = -\int g(x, y, x', y') J(x', y') dx' dy'. \]  

(14)

For completeness we will also mention the Green’s function for the 3D scalar Helmholtz equation

\[ g(r, r') = \frac{\exp[-ik_0|r-r'|]}{4\pi|r-r'|}. \]  

(15)

which satisfies

\[ (\nabla^2 + k_0^2)g(r, r') = -\delta(r-r'). \]  

(16)

In the 3D case the wave equation for the electric field can be written

\[ (\nabla^2 + k_0^2)E(r) = i\omega \mu_0 J(r) + \nabla \cdot E(r), \]  

(17)

in which case the result for the scalar 3D case can be applied to construct the following equation for \( E \)

\[ E(r) = -\int g(r, r') i\omega \mu_0 J(r') d^3r' - \int g(r, r') \nabla' \cdot E(r') d^3r'. \]  

(18)

However, from Eq. (17) follows by taking the divergence on each side that

\[ k_0^2 \nabla \cdot E(r) = i\omega \mu_0 \nabla \cdot J(r), \]  

(19)

which when being combined with Eq. (18) leads to

\[ E(r) = -\int \left( g(r, r') i\omega \mu_0 J(r') + g(r, r') \frac{1}{k_0^2} i\omega \mu_0 \nabla' \cdot J(r') \right) d^3r'. \]  

(20)

This can be rewritten as

\[ E(r) = -i\omega \mu_0 \int \vec{G}(r, r') \cdot J(r') d^3r' \]  

(21)

in terms of the dyadic Green’s tensor

\[ \vec{G}(r, r') = \left( I + \frac{1}{k_0^2} \nabla \right) g(r, r'). \]  

(22)

which is a solution to

\[ -\nabla \times \nabla \times \vec{G}(r, r') + k_0^2 \vec{G}(r, r') = -I \delta(r-r'). \]  

(23)

Exercise 1:

Construct the Green’s function (15) using Eq. (4).
2. Scalar Green’s function domain integral equation methods for scattering calculations

We will now use the results from the previous section to construct integral equations that can be used for scattering problems. In order to illustrate the principle we will start with the simple case of wave propagation in one dimension, and consider reflection, transmission and near fields of a plane wave being incident on a dielectric barrier from the left.

Fig. 1: A plane wave incident on a dielectric barrier from the left is partially reflected and partially transmitted.

The incident plane wave is on the form

\[ E_0(x) = e^{-ik_0x} \, . \]  

The incident field is a solution to the wave equation of a homogeneous material with dielectric constant \( \varepsilon_{\text{ref}} \):

\[ \left( \frac{\partial^2}{\partial x^2} + k_0^2 \varepsilon_{\text{ref}} \right) E_0 = 0 . \]  

(25)

We are interested in solving the somewhat more complicated wave equation on the form

\[ \left( \frac{\partial^2}{\partial x^2} + k_0^2 \varepsilon(x) \right) E = 0 , \]  

(26)

where the dielectric constant \( \varepsilon(x) \) now depends on the position and assumes the same value as the background material for values of \( x \) outside the barrier, and assumes the value of the barrier \( \varepsilon_b \) for values of \( x \) inside the barrier. The equations (25) and (26) can be combined into

\[ \left( \frac{\partial^2}{\partial x^2} + k_0^2 \varepsilon_{\text{ref}} \right) \left( E - E_0 \right) = -k_0^2 \left( \varepsilon(x) - \varepsilon_{\text{ref}} \right) E , \]  

(27)

and by treating the right-hand side as a source term similar to the currents considered previously we arrive at the integral equation for the electric field

\[ E(x) = E_0(x) + \int g(x, x')k_0^2 \left( \varepsilon(x') - \varepsilon_{\text{ref}} \right) E(x')dx' , \]  

(28)

with the Green’s function

\[ g(x, x') = \frac{1}{2ik_0\varepsilon_{\text{ref}}} e^{-ik_0\varepsilon_{\text{ref}} |x-x'|} , \]  

(29)
where \( n_{ref} = \sqrt{\varepsilon_{ref}} \) is the dielectric constant of the reference medium.

The integral equation (28) can be solved numerically by discretizing the barrier into \( N \) discrete elements in which the electric field is assumed constant. The sampling points \( x_1, x_2, \ldots, x_N \) for the \( N \) elements might be taken at the center of the barrier, and we may refer to the corresponding sampling values of the field as \( E_1, E_2, \ldots, E_N \). This results in the discrete linear system of equations

\[
E_i = E_{0,i} + \sum_j g_{ij} k_0^2 (\varepsilon_j - \varepsilon_{ref}) E_j \Delta x, \quad g_{ij} = g(x_i, x_j).
\]

Note that it is sufficient to discretize only the region of the barrier since the integrand in (7) vanishes for points outside the barrier. Also note that the scattered field \( E - E_0 \) satisfies the radiating boundary condition, namely that outside the barrier the scattered field propagates away from the barrier. Once the field inside the barrier has been calculated the equation (28) can be used to calculate the field at all other positions.

Exercise 2:

Calculate numerically the electric field inside a dielectric barrier with dielectric constant (a) \( \varepsilon = 4.0 \), (b) \( \varepsilon = 4.0 - i 1.0 \), and (c) \( \varepsilon = 4.0 - i 4.0 \). In the latter two cases the imaginary part of the dielectric constant represents absorption. Use the free-space wavelength 0.8\( \mu \)m and the barrier width 0.5\( \mu \)m. (This particular example was borrowed from [3]).

The case of scattering of a plane s-polarized wave by e.g. a rectangular or cylindrical 2D barrier, as illustrated in Fig. 2, follows the same principles:

![Fig. 2: A plane wave propagating in the direction defined by the angle \( \theta \) is incident on a (a) rectangular or (b) cylindrical dielectric barrier.](image)

The incident plane wave might be on the form

\[
E_0(x, y) = e^{-ik_0(x \cos \theta + y \sin \theta)},
\]

and the total electric field can be calculated by solving the Green’s function integral equation

\[
E(x, y) = E_0(x, y) + \int g(x, y; x', y') k_0^2 (\varepsilon(x', y') - \varepsilon_{ref}) E(x', y') dx' dy',
\]
where here the Green’s function is given by

\[ g(x, y; x', y') = \frac{1}{4i} H_0^{(2)} \left( k_0 n_{ref} \sqrt{(x-x')^2 + (y-y')^2} \right). \]  \hspace{1cm} (33)

Compared to the 1D case the numerical task is slightly more difficult due to the singularity of the Green’s function. The integral equation might be discretized into e.g. N square shaped elements with area \( \Delta A \) og center in \((x_1,y_1),(x_2,y_2), \ldots (x_N,y_N)\). Again the corresponding sampling values of the field is denoted \( E_1,E_2,\ldots,E_N \), which results in the linear system of equations:

\[ E_i = E_{0,i} + \sum_j g_{ij} k_0^2 (\varepsilon_j - \varepsilon_{ref}) E_j \Delta A, \quad \frac{1}{\Delta A_{element}} \int g(x_i, y_i; x', y') dx' dy', \quad \varepsilon_j = \varepsilon(x_i, y_i). \]  \hspace{1cm} (34)

In the case when \( i \neq j \) it is also possible to just use \( g_{ij} = g(x_i, y_i; x', y') \). As an approximation when \( i=j \) we may consider a circular element with the same area as the square shaped element, in which case the radius of the circle is \( a = \sqrt{\Delta A/\pi} \). This results in

\[ g_a \approx \frac{2\pi}{\Delta A} \int_{\rho=0}^{\infty} \frac{r}{4i} H_0^{(2)}(k_0 \rho) \rho d\rho = \frac{2\pi}{\Delta A} \frac{1}{4i} k_0 \int_{z=0}^{\infty} H_0^{(2)}(z) z dx = \frac{1}{2i(k_0 a)} \left[ k_0 a H_1^{(2)}(k_0 a) - i \frac{2}{\pi} \right]. \]  \hspace{1cm} (35)

Exercise 3:

Calculate the absolute value of the field \(|E|\) inside and outside a rectangular barrier of width 0.25\( \mu \)m, height 1.0\( \mu \)m, and dielectric constant \( \varepsilon=4.0 \). The incident field is a plane wave with the wavelength \( \lambda=633\text{nm} \), and the angle of incidence \( \theta \) is (a) 0\(^\circ\) and (b) 45\(^\circ\), \( \varepsilon_{ref}=1 \).

Calculate the field for a plane wave incident on a cylinder of diameter 0.5\( \mu \)m.

3. **Green’s tensor volume integral equation method**

In this section we will consider the case of a 3D scattering problem and also the possibility of a more complex reference structure than just a homogeneous dielectric. The equation that we would like to solve is the vector wave equation for the electric field \( \mathbf{E} \)

\[ \left( \nabla \cdot + k_0^2 \varepsilon(r) \right) \mathbf{E}(r) = 0, \]  \hspace{1cm} (36)

where \( \varepsilon \) is the relative dielectric constant of the total structure consisting of a reference structure and one or more scattering objects. Later we will consider a planar gold surface or gold film as a reference structure and a number of scatterers placed on the surface. The boundary condition is that outside the scattering objects the solution must be the sum of a given incident field and a scattered field, where the latter propagates away from the scatterers. The incident field \( \mathbf{E}_0 \) must be a solution in the case without scattering objects, i.e.

\[ \left( \nabla \cdot + k_0^2 \varepsilon_{ref}(r) \right) \mathbf{E}_0(r) = 0, \]  \hspace{1cm} (37)

where \( \varepsilon_{ref} \) is the relative dielectric constant for the reference structure, e.g. the planar gold surface without gold scatterers on the surface.
A Green’s tensor $\mathbf{G}$ for the reference structure is defined as a solution to the equation
\[
(\nabla^2 + k_0^2 \varepsilon_{\text{ref}}(\mathbf{r})) \mathbf{G}(\mathbf{r}, \mathbf{r}') = -\mathbf{I} \delta(\mathbf{r} - \mathbf{r}'),
\]
where $\delta$ is the Dirac delta function, and $\mathbf{I}$ is the unit tensor. Compared to previous sections we allow $\varepsilon_{\text{ref}}$ to depend on the position.

Similar to previous sections we can rewrite Eqs. (1) and (2) into
\[
(\nabla^2 + k_0^2 \varepsilon_{\text{ref}}(\mathbf{r})) [\mathbf{E}(\mathbf{r}) - \mathbf{E}_0(\mathbf{r})] = -k_0^2 (\varepsilon(\mathbf{r}) - \varepsilon_{\text{ref}}(\mathbf{r})) \mathbf{E}(\mathbf{r}),
\]
which results in the vector integral equation
\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}_0(\mathbf{r}) + \int \mathbf{G}(\mathbf{r}, \mathbf{r}') k_0^2 (\varepsilon(\mathbf{r}') - \varepsilon_{\text{ref}}(\mathbf{r}')) \cdot \mathbf{E}(\mathbf{r}') d^3 r'.
\]

The scattered field component will satisfy the radiating boundary condition for a proper choice of Green’s tensor. It is possible to e.g. use as a reference structure the planar metal surface, a metal film, or a more complex structure, without additional numerical costs, if the reference structure Green’s tensor $\mathbf{G}$ is known. Only in the case of a homogeneous reference medium can we obtain a simple analytical expression for the Green’s tensor. If the dielectric constant in this case is $\varepsilon_{\text{ref}}(\mathbf{r})=\varepsilon_0$, where $\varepsilon$ is the refractive index ($k=k_0 \varepsilon$), the Green’s tensor $\mathbf{G}=\mathbf{G}^D$ is given by
\[
\mathbf{G}^D(\mathbf{r} - \mathbf{r}') = \left( \frac{1}{k^2} \nabla \nabla + \mathbf{I} \right) \mathbf{G}^D(\mathbf{r} - \mathbf{r}') = \frac{e^{-ik|\mathbf{r} - \mathbf{r}'|}}{4\pi|\mathbf{r} - \mathbf{r}'|}, \quad \left( \nabla^2 + k^2 \right) \mathbf{G}^D(\mathbf{r} - \mathbf{r}') = -\delta(\mathbf{r} - \mathbf{r}').
\]

This leads to the following analytic and highly singular Green’s tensor
\[
\mathbf{G}^D(\mathbf{r} - \mathbf{r}') = \left[ \mathbf{I} - \frac{i}{k|\mathbf{r} - \mathbf{r}'|} \frac{1}{k^2|\mathbf{r} - \mathbf{r}'|^2} \right] \mathbf{G}^D(\mathbf{r} - \mathbf{r}') = \left[ \mathbf{I} - \frac{3i}{k|\mathbf{r} - \mathbf{r}'|} \frac{3}{k^2|\mathbf{r} - \mathbf{r}'|^2} \right] \mathbf{G}^D(\mathbf{r} - \mathbf{r}').
\]

For a reference structure consisting of planar metal-dielectric interface or metal film the Green’s tensor can be constructed e.g. by expanding the homogeneous medium Green’s tensor in terms of an in-plane wave number $k_x$, and for each $k_x$ add a term for $z>0$ which accounts for reflection, and by constructing a transmitted term for $z<0$ such that the electromagnetics boundary conditions are fulfilled at the interface [4], which for source and observation points with $z,z'>0$ results in
\[
\mathbf{G}^\xi(\mathbf{p} - \mathbf{p}'; z + z') = \frac{-i}{4\pi k^2} \int_{k_x=0} d k_x \left( k^2 J_0(k_x \rho) \frac{\kappa_x^2}{\kappa_\perp} r^p + \frac{3i}{k|\mathbf{r} - \mathbf{r}'|} \frac{3}{k^2|\mathbf{r} - \mathbf{r}'|^2} \right) \mathbf{J}_0(k_x \rho) \kappa_x r^p,
\]
\[
+ i \left( \hat{z} \hat{z} - \hat{\rho} \hat{\rho} \right) k_x^2 J_0(k_x \rho) r^p + \left[ \frac{3i}{k|\mathbf{r} - \mathbf{r}'|} \frac{3}{k^2|\mathbf{r} - \mathbf{r}'|^2} \right] e^{-i(\kappa_{\perp}(z+z')), \quad z,z'>0
\]
where $r^p$ and $r'$ are the Fresnel reflection coefficients for p- and s-polarized waves, respectively, $k_{\xi} = (k^2-k_x^2)^{1/2}$ with $\text{Im}(k_{\xi}) < 0$, $\mathbf{p}$ and $\mathbf{p}'$ are the projections of $\mathbf{r}$ and $\mathbf{r}'$ on the xy-plane, $\rho = |\mathbf{p} - \mathbf{p}'|$, and $\hat{\rho}$, $\hat{\phi}$ and $\hat{z}$ are
coordinate unit vectors in a cylindrical coordinate system centered at \( \mathbf{p}' \), i.e. \( \hat{\rho}' = (\mathbf{p} - \mathbf{p}')/(|\mathbf{p} - \mathbf{p}'|) \). \( J_0 \) is the Bessel function of order 0, and ' means differentiation with respect to the argument. The Fresnel reflection coefficients are functions of \( k_\rho \).

One approach to solve Eq. (40) is to discretize the scatterer into \( N \) volume elements where the field and the dielectric “constant” are assumed constant. This leads to a linear system of equations of the form

\[
E_i = E_{0,i} + \sum_j G_{ij} \left( \varepsilon_j - \varepsilon_{\text{ref},j} \right) E_j ,
\]

where

\[
G_{ij} = \int_{V_i} G(r_i, r') \hat{\rho}_0^2 d^3 r'.
\]

The latter integral over the Green’s tensor is rather difficult in the case where \( i=j \) due to the singularity of the Green’s tensor. In particular, if an exclusion volume is placed around the singularity when carrying out the integral (45), and the limit of the exclusion volume going to zero is observed, the result will depend on the shape of the exclusion volume. For very small volume elements and \( i=j \) the expression (45) only depends on the shape of the volume element \( V_i \) and not the size. It has been tabulated for various shapes in Ref. [5]. One method of handling the singularity is to convert the volume integral into a surface integral [6], where the surfaces are placed away from the singularity. For the homogeneous medium Green’s tensor this is done by using Eqs. (41) and then applying Green’s theorem resulting in

\[
G_{ij} = -I + \oint_{\partial V_i} \left( \hat{n} \nabla \times \hat{n} \nabla \times \right) g_D (r_i - s') d^2 s',
\]

where \( \partial V_i \) is the surface of volume element \( i \), and \( \hat{n} \) is the outward surface normal vector.

The approach of Eqs. (40) and (41) is equivalent to the Discrete Dipole Approximation method (DDA) introduced by Purcell and Pennypacker in 1973 [7] if we restrict sampling points and volume elements to be placed on a cubic lattice, and treat each volume element as a point dipole with a polarizability equivalent to a small sphere with the same dielectric constant and the same volume as the cubic volume element it has replaced. In this sense the DDA is equivalent to using

\[
G_{ij} \approx G(r_i, r_j) \hat{k}_0^2 V, \quad i \neq j .
\]

Regarding the case \( i=j \) Purcell and Pennypacker used the equivalent of \( G_{ii} = -I/(3\varepsilon_{\text{ref}}) \). Later it was remarked e.g. by Draine [8] that in order for a (dielectric) dipole to not oscillate exactly in phase with the incident field it is necessary to include an imaginary part being equivalent to using \( G_{ii} = -I(1/3 + ik^2 V/6\pi)\varepsilon_{\text{ref}} \). Both expressions are good approximations to Eqs. (45).

We may notice that in the case of a homogeneous reference medium the Green’s tensor depends only on the difference \( \mathbf{r} - \mathbf{r}' \), in which case Eq. (40) is a convolution integral. In the case of the DDA, or when using volume elements of the same size and shape placed on a lattice, Eq. (40) takes the form of a discrete convolution, i.e.
Rather than solving Eq. (48) using Gaussian elimination, LU-decomposition etc. and similar schemes with calculation time proportional to $N^3$, it might seem advantageous to solve the equation using an iterative approach where a trial vector is optimized until a convergence criteria is satisfied (see e.g. [8]). This procedure involves many matrix-vector multiplications (convolutions) of the form in Eq. (48). By calculating the convolution by first applying the Fast Fourier Transform (FFT), multiplying in reciprocal space, and then applying the FFT once more the calculation time (due to the FFTs) can be reduced to being proportional to $N \log N$ if the number of grid points along each axis is a power of 2. Furthermore, the storage for the matrix is reduced to scale as $N$. From these considerations it appears that both in terms of calculation time and computer memory requirements it is desirable to use e.g. cubic volume elements of the same size and shape placed on a cubic lattice (or the DDA). In the case of a planar metal-dielectric interface reference structure Eq. (48) will also contain a summation over $G^3$ depending on $i_x j_x$ instead of $i_y j_y$. This case can also be carried out using the FFT with resulting calculation time ~ $N \log N$. Actually, one major drawback of using cubic elements of the same size and shape is that the surface of curved structures will be represented with a stair-cased surface, which seems to result in slow convergence, or worse, as we shall see an example of in the next section.

### 4. Green’s tensor area integral equation method

In the case of propagation in only 2D and p-polarization we are faced with the same complexity as in the previous section, namely that the vector components of the field are coupled, and a vector integral equation is required. We assume that the structure and electromagnetic fields are invariant along the $z$-axis, and propagation is in the $xy$-plane. The electric field is given by $\mathbf{E}(\mathbf{r}) = \mathbf{\hat{x}} E_x(\mathbf{r}) + \mathbf{\hat{y}} E_y(\mathbf{r})$, $\mathbf{r} = x\hat{x} + y\hat{y}$.

The integral equation is except for a $d^2 r'$ instead of $d^3 r'$ equivalent to the 3D integral equation, i.e.

$$\mathbf{E}(\mathbf{r}) = \mathbf{E}_0(\mathbf{r}) + \int \mathbf{G}(\mathbf{r}, \mathbf{r}') \frac{\varepsilon(\mathbf{r}') - \varepsilon_{\text{ref}}(\mathbf{r}')}{{\varepsilon_{\text{ref}}}} \cdot \mathbf{E}(\mathbf{r}') \, d^2 r'. \quad (49)$$

The 2D Green’s tensor is required here, and for a homogeneous reference medium it can be calculated analytically, i.e.

$$\mathbf{G}(\mathbf{r}, \mathbf{r}') = G^D(\mathbf{r}, \mathbf{r}') = \left( \frac{1}{k^2} \nabla \nabla + \mathbf{I} \right) G^D(\mathbf{r}, \mathbf{r}') \quad g^D(\mathbf{r}, \mathbf{r}') = -\frac{i}{4} H_{\text{r}}^{(2)}(k|\mathbf{r} - \mathbf{r}'|). \quad (50)$$

Discretization and numerical solution follows the same principles as considered previously.

We will now give an example of the effect of stair-casing on numerical convergence. The results for a plane wave incident on a circular cylinder using two different discretization methods are presented in Figs. 3 and 4. For a modest cylinder dielectric constant of 4, cylinder diameter 20nm, and wavelength 700nm, convergence is possible using square-shaped area elements with a stair-cased representation of the cylinder surface (Fig. 3, M1). The calculated field along the $x$- and $y$-axes (origo at the cylinder center) converges towards the analytical result as the size $\Delta$ of discretization elements decreases. Furthermore, the calculated field values are close to the exact result. With the same discretization elements inside the cylinder and special elements near the surface following closely the cylinder surface (Fig. 3, M2), convergence is drastically improved.
using practically the same number of elements. In this case the elements of type M1 leads to the correct result but much slower compared to using the elements of type M2.

(a) 
(b) 

Fig. 3: Total field along the (a) x-axis and (b) y-axis through the center of a circular cylinder with dielectric constant 4 (background dielectric constant 1) and diameter 20nm. A p-polarized plane wave with wavelength 700nm is incident along the x-axis. M1: calculation using only square area elements. M2: the same square area elements are used inside the cylinder, and special elements are used near the surface following closely the actual cylinder surface (see inset). \( \Delta \) is the side length of the square area elements. The solid line is the analytical and exact result.

A much more difficult case is when the cylinder is made of silver with the dielectric constant \( \varepsilon = -22.99 - i0.395 \) (Fig. 4). The method M1 converges very slowly - if at all. The calculated field is zig-zagging, and it can even have the wrong sign and deviate from the analytical result by several hundred percent. With method M2, however, convergence is obtained. With the discretization size \( \Delta = 1 \)nm there are clear deviations from the exact result. However, with \( \Delta = 0.5 \)nm the numerical result is practically identical with the analytical result. Comparing Figs. 3 and 4 it appears that the surface description of a scatterer becomes increasingly more important with increasing contrast between materials. For metal structures with curved surfaces convergence is practically not possible using only square elements. A drawback with respect to method M2 is that the discretized version of Eq. (49) is no longer a discrete convolution. Therefore the FFT cannot be applied (to the same extent) to reduce the calculation time.

(a) 
(b) 

Fig. 4: Same situation as in Fig. 4 except that the cylinder dielectric constant is \( \varepsilon = -22.99 - i0.395 \).
These examples illustrate that for a high contrast between the involved dielectric constants the numerical treatment of the surface of the structure requires serious consideration.

Similar to the 3D case the Green’s tensor for a metal surface or metal film can be constructed by adding wave solutions to the homogeneous medium Green’s tensor such that boundary conditions are satisfied at the metal surfaces. The scalar homogeneous medium Green’s function can be expanded in the following way

$$ g^D(r, r') = \frac{-i}{2\pi} \int_{k_x = 0}^{\infty} \frac{1}{k_y^2} \cos(\kappa_x |x - x'|) e^{-i k_x |x - x'|} d\kappa_x, \quad \kappa_x^2 + \kappa_y^2 = k^2, \quad \text{Im}(\kappa_y) \leq 0. \quad (51) $$

An expansion of $G^D$ in in-plane wave numbers $k_x$ is then obtained by applying the operator in Eq. (50) to Eq. (51). For each $k_x$ a reflection term must then be added, and elsewhere a transmission term must be constructed such that the electric field boundary conditions are fulfilled for each $k_x$. In the case of the source point $r'$ placed above the metal film ($y' > 0$) the Green’s tensor for $y > 0$ becomes $G(r, r') = G^D(r, r') + G^S(r, r')$, where

$$ G^S(r, r') = \frac{-i}{2\pi} \int_{k_x = 0}^{\infty} \left( \frac{\tilde{\kappa}_x - \kappa_x}{\kappa_y} \sin(\kappa_x |x - x'|) - \left( \frac{\tilde{\kappa}_y - \kappa_y}{\kappa_y} \right) \cos(\kappa_x |x - x'|) \right) r e^{-i \kappa_y (y + y')} d\kappa_x, \quad y, y' > 0. \quad (52) $$

5. Green’s function surface integral equation method

In this section we will consider the Green’s function surface integral equation method. In the previous section we found that the treatment of the surface of a structure is particularly important when the contrast in material constants is high. As the numerical problem in the SIEM is reduced to finding fields at the scatterer surface the method allows a very accurate description of the structure surface (no stair-casing), and furthermore discretizing the surface compared to the area requires far less sampling points. A minor drawback is that the integrals in the SIEM are not convolution integrals, and the Fast Fourier Transform cannot be applied for fast evaluation of integrals as could be the case for the domain integral equation.

The scattering situation we will consider is illustrated in Fig. 5. We will consider again p-polarized light propagating in the $xy$-plane (magnetic field along the $z$-axis, and electric field in the $xy$-plane). The fields and the scattering object will be treated as invariant along the $z$-axis. The magnetic field is given by $H(r) = \mathcal{H}(r), \quad r = \hat{x}x + \hat{y}y$. Outside the scatterer the field can be divided into the incident and scattered field components, i.e. $H(r) = \mathcal{H}(H_0(r) + H_{\text{scat}}(r))$.

![Fig. 5](image_url)

The field at positions inside and outside the scatterer is given by the following surface integrals:

$$ H(r) = H_0(r) + \oint_{\partial \Omega} \left( H(s') \hat{\nabla} \cdot g_1(r, s') - g_1(r, s') \hat{\nabla} \cdot H_1(s') \right) dl', \quad r \notin \Omega, \quad (53) $$
where the Green’s function \( g_{1,2}(\mathbf{r}, \mathbf{r}') = H_0^{(2)}(\epsilon_1^1) \frac{\left|\mathbf{r} - \mathbf{r}'\right|}{4i} \), and \( \hat{n} \) is the outward surface normal vector. The subscript “1” in \( \hat{n} \cdot \nabla' H_1(s') \) indicates that this is the normal derivative of the magnetic field approaching the surface from medium “1”. In Eq. (54) the electromagnetics boundary conditions have been applied to replace \( \hat{n} \cdot \nabla' H_2(s') \) with \( \hat{n} \cdot \nabla' H_1(s')/\epsilon_1 \). Eq. (54) follows directly from applying Gauss’ theorem to its right-hand side and transforming the curve integral into an area integral and then applying \( (\nabla'^2 + k_0^2 \epsilon_1) g_{1,2}(\mathbf{r}, \mathbf{r}') = -\delta(\mathbf{r} - \mathbf{r}') \) and \( \left(\nabla'^2 + k_0^2 \epsilon_1(\mathbf{r})\right) H(\mathbf{r}) = 0 \). Eq. (53) follows from considering an equation similar to Eq. (54) for the total field over a domain bounded by the surface of \( \Omega \) and a circular surface \( C_\infty \) placed at infinity. For a position \( \mathbf{r} \) placed far from \( C_\infty \) we may advantageously split the surface integral over \( C_\infty \) into an integral over \( H_0 \) and an integral over \( H_{\text{scat}} \). The first integral gives \( H_0(\mathbf{r}) \), and the latter vanishes since \( H_{\text{scat}} \) satisfies the radiating boundary condition. We note that \( H_{\text{scat}} = H-H_0 \) does in fact satisfy this boundary condition at \( C_\infty \) due to the nature of the Green’s function chosen (see Eq. (53)). Before Eqs. (53,54) can be applied we have to find the field and its normal derivative at the surface. Self-consistent equations can be obtained from Eqs. (53,54) by letting \( \mathbf{r} \) approach the surface from either side, in which case we deal with the singularity of \( \hat{n} \cdot \nabla' g_{1,2}(\mathbf{r}, \mathbf{s}') \) in the limit of \( \mathbf{r} \) approaching a point \( \mathbf{s} \) on the surface by rewriting the integrals as principal value integrals, where the singularity for a smooth surface gives a contribution of \( \pm H(s)/2 \) depending on from which side the surface is approached, i.e.

\[
\frac{1}{2} H(s) = H_0(s) + P \int_{\partial \Omega} \left\{ H(s') \hat{n} \cdot \nabla' g_1(s,s') - g_1(s,s') \hat{n} \cdot \nabla' H_1(s') \right\} d\Gamma',
\]

\[
\frac{1}{2} H(s) = -P \int_{\partial \Omega} \left\{ H(s') \hat{n} \cdot \nabla' g_2(s,s') - g_2(s,s') \frac{\epsilon_2}{\epsilon_1} \hat{n} \cdot \nabla' H_1(s') \right\} d\Gamma',
\]

where \( P \) refers to the principal value. These equations are discretized such that the surface is divided into a finite number of segments on which \( H \) and \( \hat{n} \cdot \nabla H_1 \) are assumed constant. Regarding the integrals in Eqs. (55,56) the variation of \( \hat{n} \cdot \nabla' g_{1,2}(s,s') \) and \( g_{1,2}(s,s') \) can be taken into account by subdividing each segment in e.g. 20 subsegments, which also allows describing more accurately the actual shape of the surface. The electric field is obtained using \( \mathbf{E}(\mathbf{r}) = -i/(\omega \epsilon_1) \nabla \times (\hat{n} H(\mathbf{r})) \) and Eqs. (53,54). A few examples illustrating convergence of the method applied to metallic nanostructures are presented in Fig. 6.
Fig. 6  (a) Total field along the x- and y-axes through the center of a circular silver cylinder of diameter 500nm for an incident p-polarized plane wave of wavelength 700nm propagating along the x-axis. The dielectric constant of silver used is $\varepsilon_{\text{Ag}} = -22.99 - i0.3952$. Points: SIEM using 50 sampling points. Solid lines: exact calculation. (b) Scattering cross section vs wavelength calculated with the SIEM for a p-polarized plane wave incident on a right-angled silver triangle with base 20nm with sharp corners combined with an even distribution of sampling points, and with 0.25nm rounding of corners combined with an uneven distribution of sampling points favouring corners.

We observe for a plane wave with wavelength 700nm incident on a circular silver cylinder with diameter 500nm that the result obtained with the SIEM using only 50 sampling points is excellent, which is related to the accurate incorporation of the cylinder surface in the numerical scheme. On the scale of Fig. 6(a) there is no noticeable discrepancy between the numerical and the exact analytic calculations. A more difficult example (Fig. 6b) is scattering of a plane wave by a right-angled silver triangle of base 20nm. We consider both rounding the corners by 0.25nm with an uneven distribution of sampling points for better resolution near the corners, and not rounding the corners and using an even distribution of points over the triangle surface. In the first case there is only a small difference between using 50 and 200 sampling points, and the result is in quantitative agreement with Ref. [9]. The 50 points being sufficient here should be compared to using the domain integral equation method and several thousand triangular area elements in Ref. [9]. When the corners are not rounded we notice that reasonable convergence can still be achieved for some wavelength regions using 50-200 points. However, for wavelengths approaching the resonance peaks at $\sim$360nm and $\sim$405nm convergence is slow. In Ref. [9] it was shown that the field at these wavelengths is particularly strong at the corners of the triangle.

Similar to the other methods considered it is possible to take account of a planar surface in the reference medium by using a Green’s function that takes into account reflection from the surface [10].
6. Results obtained for plasmonic nanostructures using Green’s function integral equation methods

In this section we will consider modeling of plasmonic nanostructures related to three types of plasmonic surface waves bound to and propagating along planar metal-dielectric interfaces (Fig. 7a), namely the surface plasmon polariton (SPP) propagating along a single metal-dielectric interface, the long-range SPP (LR-SPP) and the short-range SPP (SR-SPP) bound to and propagating along a thin (10-20nm) metal film [11]. The three types of SPPs are p-polarized waves, i.e. when they propagate along the positive x-axis as in the illustration in Fig. 7a the electric field only has an x- and a y-component. At least for SPPs and LR-SPPs, and often for SR-SPPs at positions outside the metal, the electric field is dominated by the y-component (E_y) illustrated in Fig. 7a. The propagation length is limited by ohmic losses. It depends on the type of SPP and the metal film thickness. For SPPs and wavelength 1550nm the intensity is e.g. reduced by a factor e after propagating 61μm along an interface between gold and a polymer with refractive index 1.54. For LR-SPPs and a 15nm gold film the corresponding length is 6mm, equivalent to thousands of wavelengths, which is enough to make these waves interesting for integrated optics [12,13]. LR-SPPs are, however, loosely bound with most of the field located outside the metal film. The SR-SPP on the other hand is strongly bound but the propagation length is limited to a few free-space wavelengths.

By placing objects at the metal interfaces, or via film terminations, the SPP waves can be manipulated via scattering processes, resulting in plasmonic devices e.g. for communication on an optical chip, signal processing and sensing [14] (Fig. 7b). We will consider cylindrical gold scatterers arranged on a hexagonal lattice on a gold surface (SPP bandgap structure) [12,15-17], periodically repeated gold ridges on either side of a thin gold film (LR-SPP grating) [18-21], and a film of short length, i.e. a metal strip (SR-SPP resonator), where SR-SPPs propagating back and forth form standing wave resonances [22-24]. SR-SPPs are contrary to LR-SPPs efficiently reflected at strip terminations as they are strongly bound.

Example for a SPP bandgap structure:

It was previously shown [17] that gold scatterers of height 50nm and radius 125nm arranged on a hexagonal lattice with lattice constant 450nm on a planar gold surface, where the surrounding dielectric is vacuum, exhibit a bandgap for SPP waves around the wavelength 800nm. In Fig. 8a an example is given of the field magnitude showing that the SPP beam can be redirected by 30° using a bent channel of missing scatterers in the SPPBG structure. The white dots represent the scatterers. The transmission calculation through the bend for three different bend configurations (Fig. 8b) shows that moving three scatterers in the bend region easily leads to an improvement in transmission by a few dB. Transmission was evaluated from the field intensity in
a small box placed near the exit of the bent waveguide. The rather poor overall transmission is due to out-of-plane scattering and absorption.

Fig. 8  A planar gold surface is considered with an array of cylindrical gold surface scatterers of height 50nm and radius 125nm placed on a hexagonal lattice (lattice constant 450nm). A channel with a 30° bend has been introduced by omitting scatterers. The gold surface and gold scatterers are surrounded by vacuum. A SPP beam of Gaussian in-plane profile is incident on the left-side of the channel. (a) Electric field magnitude $|E|$ 300nm above the gold surface. (b) Transmission spectrum for the bend for three different arrangements of scatterers in the bend region.

This example was calculated with the volume integral equation method [17].

Example for a LR-SPP grating:

A calculation for a LR-SPP wave propagating along a 15nm gold film and being incident on an array of gold ridges is presented in Fig. 9. The 160 gold ridges on each side of the film (LR-SPP grating in Fig. 1b) are 20nm high, 230nm wide, and placed on a lattice with lattice constant $\Lambda=500$nm. The gold film and ridges are surrounded by a dielectric with refractive index $n=1.543$. Transmission ($T$) and reflection ($R$) into LR-SPPs, and out-of-plane scattering (OUPS), are presented in Fig. 9a. Notice the clear Bragg reflection peak for wavelengths around $1543nm=2\Lambda n$ and the corresponding transmission dip. While the bandgap of the grating is easily identifiable from the reflection peak it is more difficult to identify the bandgap from the transmission dip, which is related to a relatively high out-of-plane scattering loss for wavelengths shorter than the bandgap range of wavelengths. The grating may support leakage free Bloch waves bound to the periodic metal structure for wavelengths longer than the bandgap but this is not the case for the shorter wavelengths, where the grating efficiently couples light into out-of-plane propagating waves [18]. A calculation of the field magnitude above the metal film and ridges (Fig. 9b) illustrates for the wavelength 1550nm that the out-of-plane scattering originates to a large extent from the coupling of the LR-SPP into the grating for $x=0$ where the grating starts (it ends at $x=80\mu m$).
Fig. 9 LR-SPP grating with a 15nm thick gold film with 160 gold ridges of height 20nm and width 230nm placed on a lattice with lattice constant 500nm symmetrically on each side of the gold film. The refractive index of the surrounding medium is 1.543. A LR-SPP propagating along the film is incident on the array of ridges. (a) Reflection (R) and transmission (T) into LR-SPP waves, and out-of-plane scattering (OUPS). The power is normalized to the power of the incident LR-SPP. (b) Near-field image of the magnitude of the electric field in the xy-plane above the gold film and ridges for the wavelength 1550nm. White dashed lines indicate beginning and end of the grating.

This example was calculated with the area integral equation method [18].

Example for a metal nano-strip resonator:

An example is given in Fig. 10 for a retardation-based plasmon resonance involving short-range (and slow) SPPs. Similar structures were recently investigated in Refs. [22-24]. Scattering and near fields are shown for a plane wave incident on a silver metal strip of height 10nm and width 84nm (δ=0nm) and two silver strips of the same total width separated by a small 5nm gap (δ=5nm). The plane wave is propagating along the y-axis (inset Fig. 10a). In the case of the single silver strip (δ=0nm) a scattering resonance exists at the wavelength λ=504nm. The resonance is related to standing waves of forward and backward propagating (along the x-axis) SR-SPP waves [22-24]. As the single strip is split in the middle into two strips separated by δ=5nm the resonance peak is blue-shifted to λ=450nm. The relatively large shift compared to the small modification of the structure (δ=0→5nm) can be explained from the fact that the modification is made at the position where the magnitude of the electric field inside the strip is maximum in the case of δ=0nm at resonance (Fig. 10b - upper half). A significant field magnitude enhancement compared to the magnitude |E₀| of the incident field is found in the gap between the two strips (Fig. 10b - lower half, Fig. 10c). This is a consequence of the electric field of SR-SPP waves being dominated by the x-component inside the silver strips, and the fact that this field component jumps across the silver-air interface in the gap region giving a field magnitude increase of |εₐg|/|εₐₐ|, where εₐg and εₐₐ are the dielectric constants of silver and air, respectively. The field magnitude enhancement in the center of the gap is app. a factor 24 (Fig. 10c). This type of calculation can qualitatively explain field enhancements observed for resonant optical antennas [25]. Compared to previous work [22-24] the width of the strips (42nm) is shorter and the scattering peaks (Fig. 10a) are sharper. The field magnitude enhancement is, however, not larger because of a smaller |εₐg| at the shorter resonance wavelength. Related SPP resonator structures based on gap SPPs [26], stripe SPPs [27], and SPPs in annular apertures [28] have recently been demonstrated experimentally. Nanostrip resonators similar to Fig. 10 were demonstrated experimentally in Ref. [24].
Fig. 10: (a) Scattering cross section for a pair of silver nano-strips surrounded by air of height 10nm, width 42nm, and separation δ (see inset). The incident p-polarized plane wave is propagating along the y-axis. (b) Magnitude of the electric field relative to the incident wave for separations δ=0 and 5nm at the resonance wavelength. (c) Field magnitude along the x-axis through the center of the silver strips corresponding to the fields in (b).
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Solution to exercises:

Exercise 2:

Result for $\theta=0^\circ$ (10x40 points inside the barrier):

Result for $\theta=45^\circ$ (10x40 points inside the barrier):

Result for a cylinder of diameter 0.5 $\mu$m: